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Abstract
The volume and diversity of documents in the WWW, and the fact that these documents are connected to each other by links that bear important semantics generate requirements for effective organization of web content. This would enable effective browsing and searching. Both tasks are based on similarity between documents at the semantic level. In this context we propose a novel similarity measure between web documents, characterized by their incoming links, that can be used in conjunction with a clustering algorithm to discover groups of web documents on the same topic. Assuming each document is characterized by a set of terms of an ontology, the similarity measure can compute a collective similarity between sets of terms seen as a whole, rather than between terms that would be independent. The similarity measure is embedded in different clustering algorithms and is extensively evaluated against real web document collections classified by human experts, in order to prove its efficiency.

1. INTRODUCTION
“A particular word is like the center of a constellation; it is the point of convergence of an indefinite number of co-ordinated terms.”

Course in general Linguistics, Ferdinand Saussure

The Web Today

Nowadays, the World Wide Web contains far more data than anyone could hope reading in their whole lifetime; it has now become the main source of information many people use. Web Search Engines [1],[2] have contributed to this tremendous success, by delving through this mountain of data to provide Web Surfers with the answers they are looking for. Nonetheless, when once upon a time a query with a few keywords was sufficient to return pages of interest that a user could browse through, it is becoming increasingly difficult to maintain such efficiency, given the growing size of the web, and the length of the list of answers that queries tend to return. The results presented to users should preferably be grouped into meaningful subsets that can be easily browsed. This has lead to the flourishing of meta-search engines, that use the data outputted from various search engines and try to organize results better: Vivissimo [3] queries a search engine, and clusters the outputted snippets using hierarchic document clustering and labeling techniques. Kartoo [4] presents the results of search engines in a graphical display showing the links between groups of web pages.

Enhancing the semantics of Web pages

Other approaches involve trying to characterize the pages themselves better, using the fact that the Web is a graph, and by taking into account its link structure. Clustering documents using the incoming links of a page has been proposed by [5]. The results of the system proposed by Haveliwala et.al. are good, however the characterization of Web pages simply uses the words contained in the neighborhood of the link that leads to it, and involves no further processing. In this article we investigate new techniques in order to access the semantics of the links, rather than simply the keywords, and we do it automatically.

Context of our problem

The general context is that of a user looking to construct a data warehouse on a specific domain, by using the information found on the Web. For a complete outlook on the problem, we refer the reader to [6], in the following paragraph we detail the core ideas of the system and the assumptions we hold for this article.

We suppose that this user is a “specialist” of the domain, and has at his disposal (or has constructed) an ontology (see definition further down in this section) describing the domain. In [6] we propose the architecture of a system called THESUS, that lets a user construct a data warehouse on the topic described by this ontology, using the following modules: thematic crawler, information extraction module, semantics enhancer, classifier, query engine. In this article, we focus on the classifier and provide a short description of the other modules. It is important to note that the input of the classifier is a set of documents, that have attached to them a set of weighted terms of the domain ontology. We base most of our reasoning in the article on the assumption that we are provided with such a set of terms. For more details on how this set is constructed, which is beyond the scope of this paper, we refer to [7] and [6]. We define the goal of this article as the following: Given documents that are characterized by a
(short) set of weighted terms from an ontology, find a way of clustering related documents together. In this article, we propose a clustering scheme, based on a novel similarity measure between sets of terms that are hierarchically related.

Traditionally, in order to achieve this goal, such a user would apply Information Retrieval techniques such as those described in [8]. However, these techniques most often rely on exact keyword matching, and do not take into account the fact that the keywords may have similar meanings, some semantic proximity between each other. Let us stress that we are running the clustering on the sets of terms that describe the document, and that this list can be quite short. For instance a document might be characterized by the words “cat, food” and another with the word “feline, menu”. By using traditional techniques these documents would be judged unrelated, however we will show that by using a distance between terms in an ontology, we are able to compute a meaningful similarity measure. Another advantage of representing the documents using terms of an ontology instead of using keywords extracted from the page, even when using exact matching techniques, such as the vector space model, is that we reduce the dimensions of the space. This reduction is achieved not by removing keywords from the documents’ description but by abstracting them to terms in the ontology.

In [6], we investigate how to construct a whole system that could cluster related web pages together, using novel techniques based on the use of a thesaurus, WordNet [9] and a pre-made ontology of the thematic domain that the set of web pages belongs to. In this article, we review the more specific and novel problem of clustering documents that are characterized by a set of weighted terms of an ontology, thus we assume given i. the initial set of web pages, ii. the domain ontology. Our view of each page in our data set is simply a set of weighted terms of the domain ontology. We detail in [7], [6] how these terms are extracted, using WordNet.

Contributions of the article

1- A novel similarity measure between sets of terms belonging to an ontology.

2- The application of this measure to a modified version of the DBSCAN [10], [11] clustering algorithm, providing semantic clustering of web documents, and to the COBWEB algorithm [12].

3- Testing, and proof of the quality of the results, using external clustering quality measures and a document set classified by human experts as a reference.

Notations/Assumptions

Ontology: We define an ontology as a IS-A tree, but all the results in this paper can be extended to a tree with any sort of “relation” between a parent and child node, given the fact that this relation indicates that parent and child node are “close” to each other from a semantic point of view. We call a word in the ontology a term of the ontology. Most results are also extendable if the ontology is a direct acyclic graph, we simply cannot use the Wu and Palmer measure as such and need to change it slightly.

Note: this is a “weaker” definition of an ontology than the ones traditionally proposed in the Semantic Web community, that usually take into account multiple ancestors. The results in this paper can directly be applied in the case of multiple ancestor hierarchies, the time to pre-process the equivalent of the Wu and Palmer similarity is slightly increased, since when trying to evaluate the first common ancestor of two nodes, we may need to explore all ancestor hierarchies for each node. However, since this process is done offline, this does not cause a reduction in performance of our algorithm. We do not have the room here to detail the specific adjustments that need to be made to the similarity measure in this case.

Document: In this article, we assume that a document \( d_n \) is a web document, found at URL\( n \). It can be abstracted by an identifier (URL\( n \)) and a finite set of weighted terms of the ontology. We note \( d_n=\{URL_n; (w_1,k_1);(w_2,k_2); \ldots \} \). For simplicity we will drop the URL\( n \) and simply talk about “document \( n \)”.

In Section 2, we will present the related work. In Section 3, we will present an overview of the whole system. In Section 4, we will detail our new similarity measure. In Section 5, we show the experimental results of our algorithm. Section 6 is the conclusion.

2. RELATED WORK

2.1 Similarity Measures

2.1.1 General ideas

We are faced with the task of defining a similarity measure between documents. In this article, we assume this boils down to finding the similarity between sets of weighted terms of an ontology (or hierarchy).

2.1.2 Existing similarity measures between sets

A number of similarities/distances between sets of elements already exist in the literature [13], [14]. The most widely used one, the Jaccard coefficient is simple: Let A and B represent two sets of elements. The similarity between A and B is defined by:

\[
S_j(A, B) = \frac{|A \cap B|}{|A \cup B|}
\]

Although this similarity respects the three intuitions given in Section 4.1, it only takes into account exact matches. Yet in our situation we define a measure that takes into account the proximity of words, when comparing sets of words, rather than a simplistic binary comparison.

In [13] the problem of measuring the similarity or distance between two finite sets of points in a metric space is considered. Some of the distance functions are
reviewed. All of them take polynomial time algorithms for their computation. In order to be competitive, our measure should be tractable in polynomial time.

In [14] the idea of calculating similarities between sets, using the Jaccard coefficient, is investigated. The indexing issue for distance / similarity between sets of values is treated in recent work [15], again using the Jaccard coefficient to calculate the similarity. [16] also investigate this with their mediator approach.

The traditional cosine measure from the Information Retrieval literature (see [8]) can be viewed as a direct application of the Jaccard coefficient. However, in all the aforementioned efforts, all values are independent from each other, therefore only exact matching between values is taken into account. With our approach –defining a document by terms of the ontology, and calculating the similarity between these sets of terms– documents defined by different sets of words may end up having a very high similarity rating. For instance, recall the example given in the introduction, two documents defined by ("cat", "food") and ("feline", "menu") would have a similarity value different from 0, which is its similarity value according to the Jaccard coefficient. In our case, we want to take into account the proximity of terms given that they are part of a hierarchy, in our case an ontology.

2.1.3 Similarity between two elements of an ontology

In order to compute the distance between sets of terms of an ontology, we were lead to investigate the existing similarity measures in the more simple case of calculating the similarity between two given terms of the ontology. [17], [18] and [19] propose different measures of similarity between terms in a hierarchy such as WordNet, and [20] proposes a comparison between these measures and others, such as Wu and Palmer [21], Miller and Charles, and a novel similarity measure. [22] also propose the use of Wu and Palmer measure in the ontology context. The Wu and Palmer measure is the fastest to compute, and is arguably as good as the others (see [20]), which is why we chose to use it. We detail its definition and properties in the following paragraph.

Wu and Palmer similarity measure

Given a tree, and two nodes a,b of this tree, we first of all find their deepest (in terms of depth in the tree) common ancestor c. The case is similar whether the nodes have single or multiple ancestors. The similarity measure is computed as follows:

$$S_{W&P}(a,b) = \frac{2 \cdot \text{Depth}(c)}{\text{Depth}(a) + \text{Depth}(b)}$$

For example, in Figure 1: $S_{W&P}(a,b) = \frac{2 \cdot 2}{4 + 3} = 0.57$

Note that we consider the first node to be of depth 1 and not 0. As a side note, we can define a distance using this similarity: the similarity between words is a real number that ranges from 0 to 1. We can define the following distance measure on this similarity in the following way:

$$D(a,b) = 1 - S_{W&P}(a,b)$$

It is trivial to see that this distance verifies:

$$D(x,y) = 0 \text{ iff } x = y \text{ and } D(x,y) = D(y,x)$$

It is straightforward but lengthy to show that this distance is a metric, i.e., that it verifies the triangular inequality:

$$D(x,y) \leq D(x,z) + D(z,y)$$

A similarity measure only needs to verify the first two conditions (except that the first is replaced by $S(x,y)=1$ iff $x=y$). The clustering algorithms we use are based on the similarity between documents and not on their position in a metric space, so we only need a measure and not a metric. In the rest of this article we assume Wu & Palmer as a similarity measure, and not a metric.

2.2 Document Clustering

There has been large interest in this problem in the Information Retrieval community [12], [23]. Our problem is more specific since we are clustering Web documents [24], and take links into account [25]. Since we are working with categorical data we need a distance or similarity measure and a density based algorithm. We have implemented the COBWEB algorithm [12] for categorical data and a variation of the DBSCAN algorithm [11] using our similarity measure.

2.3 Related Systems

- Kartoo [4]: a meta search engine that exploits links
- Vivissimo [3]: a clustering engine that uses the output of a search engine.
- Haveliwala et al. [5] also propose a methodology for evaluating strategies for similarity search on the Web. According to this approach a Web document, $u$, is represented by the following bag

$$B_u = \{w^1_u, f^1_u, w^2_u, f^2_u, \ldots, w^n_u, f^n_u\}$$

where $w^i_u$ are terms used in representing $u$ and $f^i_u$ are their corresponding weights.

Then the similarity between documents is measured as the similarity between their bags. The metric used for
computing the similarity of documents is the Jaccard coefficient.

- A method for classifying and describing Web documents is discussed in [26]. They use inbound links and words surrounding them to describe the Web pages. SVM classifier is trained and used to categorize Web pages. Also a method for selecting features and characterizing the classes of Web pages is proposed that uses the expected entropy loss metric. The results of the proposed approach show that the text in citing documents has great descriptive and descriptive power than the text in the target document itself.

- Systems using a thesaurus: Using a thesaurus to improve results or expand queries is a common idea. There are many articles that deal with this problem, such as [27].

- Systems that classify web documents into predefined categories: [28] proposes a system for automatic classification of web documents into predefined categories using a training set of pre-classified documents. The documents are represented using word frequency vectors.

3. A BRIEF OVERVIEW OF THE THESUS SYSTEM

We refer to [6], [7] for a longer version of this paper and a more detailed description of the THESUS system. In this paragraph, we briefly explain the operations we will not detail in this article. We will explain how we construct the ontology, and how we get the set of documents from the web.

3.1 Ontology creation

In order to provide semantic clustering functions, we need to refer to an ontology of terms that are relevant to our domain of interest. The ontology used is based on DMOZ directory [29], manually trimmed and rearranged, in order to form a hierarchical taxonomy of terms. Examples of ontologies that can be used, are those suggested by The DARPA Agent Markup Language Program [36] (i.e. ontology on music http://www.daml.org/ontologies/276). In order for our system to work, we need to also add a mapping from each term of the ontology to a set of senses (synset) in WordNet.

3.2 Gathering relevant Web documents

We start off by creating a collection of Web documents that relate to the ontology. The acquisition process starts from an initial core of documents and expands it with some of the documents that they point to. The documents are selected only if the links that point to them carry specific semantics (i.e., the words in the incoming links can be mapped with high trust to terms in our ontology, as shown in the following paragraph). This happens recursively for a number of times or until a number of documents defined by the user are collected. The initial core contains well-known web directory pages such as DMOZ, Yahoo or Google Directory. We do not argue here the importance of using incoming links in order to find concise words that describe documents, and we refer to [6] for a complementary discussion on the subject.

3.3 Mapping keyword sets to ontology-term sets

As we mentioned in the introduction the clustering algorithm runs on documents described by a set of terms from the ontology. Usually keyword extraction processes on documents generate for each document \( d_i \) a set of keywords \( \{k_i\} \) with a respective set of weights. In THESUS the weights represent the number of documents that point to \( d_i \) using a particular keyword. So each document \( d_i \) has the following description: \( d_i = (\text{URL}, \{ (k_j, n_j) \}) \) where \( n_j \) represents the number of documents that point to \( d_i \) using keyword \( k_j \). It is widely accepted that the keyword importance increases proportionally to \( n_j \).

For a verb or noun WordNet provides a synset, a set of different senses that the verb or noun may have. Verbs and nouns senses, are organized as topical hierarchies forming a “forest” of 25 trees (having the IS-A relationship) of nouns and 15 of verbs. For adjectives and adverbs WordNet provides synonyms. For each keyword in WordNet we can have a set of senses and in the case of nouns and verbs, a generalization path from each sense to the root sense of the hierarchy.

We map each keyword \( k \), \( k \in \{k_i\} \), where \( \{k_i\} \) is the set of keywords describing a document, to the ontology term \( t_i \) when \( k \) and \( t_i \) have a pair of senses \( (k_x, t_i) \) that gives the maximum Wu & Palmer similarity among all pairs of senses of the keyword and the ontology terms. Mapping is refined by removing the senses of \( k \) that do not relate to the keywords of \( \{k_i\} \).

To provide an example, for the words guitar, flute and wind, WordNet provides one, three and eight senses respectively. For all the 24 triplets of senses the average Wu-Palmer similarity is computed in WordNet’s hierarchies. The self-correlation of the keyword set (guitar, flute, wind) gives a score of 0.8 to the triplet of meanings (guitar, flute/transverse flute, wind instrument/wind) and less than 0.5 to any other combination. Similarly the self-correlation of the set (storm, cloud, wind) gives a score of 0.8 to the triplet of meanings (storm/violent storm, cloud, wind/air moving) and lower scores to any other combination. These are indications that “wind” has the sense of “wind instrument” when it appears to the set (guitar, flute, wind), whereas it has the sense of “wind as weather phenomenon” in the set (storm, cloud, wind).

Based on the remaining senses, each keyword in \( \{k_i\} \) is mapped to the closest ontology term as previous. In the previous example the set (guitar, flute, wind) will be mapped to the set of ontology terms (string instrument, wind instrument, wind instrument), whereas the set (storm, cloud, wind) will be mapped to an empty set,
when the “music” ontology is used. As a result each $k_i$ is mapped to a term $t_i$ with a similarity $s_j$. It is common that more than one keywords in $\{k_i\}$ are mapped to the same ontology terms, so the cardinality of $\{t_i\}$ is usually smaller than that of $\{k_i\}$. The weight assigned to each term $t_i$ is computed using the following formula:

$$r_j = \frac{\sum_{k_j \rightarrow t_i} (n_j \cdot s_j)}{\sum_{k_j \rightarrow t_i} n_j}$$

Each document $d_i$ is represented as $(\text{URL}_i, \{(t_i, r_i)\})$, where $r_i \in [0,1]$ since $s_j \in [0,1]$.

We see that the weights are important, since they measure the relevance of our initial mapping, that takes into account the exact words found in the links of the document. This motivates our construction of a similarity measure to take this simple characterization of a document into account.

### 3.4 Web Document Clustering Algorithms

Clustering aims at organizing patterns into groups, allowing us to discover similarities and differences, as well as to derive useful conclusions about them [30]. Our objective here is to cluster web documents in order to discover meaningful groups of pages. The classic clustering problem is the case of points in a metric space. In our case, the objects to be clustered are sets of (weighted) terms of a domain ontology, between which we have created a similarity measure.

In this space there are no coordinates and ordering as in a Euclidean metric space. We can only compute the similarity between documents given an appropriate similarity measure between sets of terms (proposed in the next section). We embedded the similarity measure in two clustering algorithms, DBSCAN and COBWEB that we used for evaluating the behavior of the similarity measure.

COBWEB is an incremental hierarchical algorithm that in each iteration adds a document to all the levels of the hierarchy. The root of hierarchy contains the whole set of classified instances and the nodes the set of instance that belong to the cluster that each node corresponds to. To insert a new instance into an existing node, COBWEB starts from the root and considers the following four choices at each level as it descends the hierarchy: a) recursively incorporate the instance into an existing node, b) create a new node for the instance, c) merging two nodes to host the instance, and d) splitting an existing node to host the instance. Then the choice that results in the highest category utility score is selected.

DBSCAN is a density based clustering algorithm. It relies on the density notion of clusters and can efficiently handle noise (outliers) and arbitrary shaped clusters. In this work we have extended the core idea of DBSCAN clustering to handle sets of documents. More specifically, the algorithm searches for sets of density-connected documents to identify clusters in the collection of documents. To define a set of density connected documents, the algorithm starts with an arbitrary document $d_i$ and retrieves all the documents that are density reachable from $d_i$ with respect to $\text{MinSim}$ (the minimum similarity we want to have so as two documents to be considered as neighbors) and $\text{MinDocs}$ (the minimum number of documents we want to have in the neighborhood of a document). If there is a set of documents that are density reachable from $d_i$, a cluster is defined. On the other hand if no objects are density reachable from $d_i$, the document $d_i$ is considered to be noise and DBSCAN visits the next document in the database. This procedure is iteratively applied to each document in the database that has not been yet classified.

A difference of DBSCAN compared to COBWEB is that DBSCAN characterizes as “noise” the points that cannot be clustered with the others, whereas COBWEB clusters every document. Another difference is that DBSCAN’s results are affected by the values of parameters $\text{MinDoc}$ and $\text{MinSim}$ so we must run the algorithm many times to find the best clustering scheme.

The output of the module is the partitioned set of documents, some of which are considered as noise (in the case of DBSCAN).

### 4. A NEW SIMILARITY MEASURE BETWEEN SETS OF WEIGHTED TERMS

#### 4.1 Motivation

As shown in section 2, traditional similarity measures between sets only take into account exact matching. In this section, we extend the ideas of Wu and Palmer [21] in order to propose a distance between terms of a hierarchy. To be able to run the clustering algorithm, we need a similarity measure over documents. In the following paragraphs, we identify the properties such a measure must have, and propose one that has them.

We have the same intuitions about the properties a similarity measure should possess as proposed in [20]. We quote:

**Intuition 1:** The similarity between A and B is related to their commonality. The more commonality they share, the more similar they are.

**Intuition 2:** The similarity between A and B is related to the differences between them. The more differences they have, the less similar they are.

**Intuition 3:** The maximum similarity between A and B is reached when A and B are identical, no matter how much commonality they share.

This similarity measure will be used both when clustering the documents, and when answering queries. We expect it will be called upon very often, and thus it is essential that it runs as fast as possible, even on large numbers of documents. Therefore, we bear in mind the complexity of the calculation of this similarity. For scalability reasons, it must also be independent of the number of documents in the database.
4.2 Extending Wu & Palmer to sets
The main contribution of this article is to combine the use of a similarity measure between individual elements of the set of terms, in order to calculate a more accurate similarity between the sets themselves. Let us stress that we can use any given similarity measure on the elements of the sets themselves. Further work would for instance involve devising a measure to take into account terms semantically close, like frequent item sets of IR. We could then use this (enhanced) similarity between words to be even more precise.

We are no longer limited by a binary relation (equality) on words. [13] proposed an interesting study of different measures between sets, and evaluates their complexity. For the algorithms proposed, the complexity ranges from polynomial (in the number of words in each set) to NP. Thus to be competitive, our algorithm needs to have a polynomial behavior with regards to the number of elements in each set.

We are calculating similarity between sets of weighted words, and not simply words, but for the sake of simplicity let us first consider the similarity between sets of non-weighted keywords. There has been very little research on creating a similarity measure on sets of elements of a space with a similarity measure defined (see [13], [31]). In the next paragraph, we propose a novel similarity measure that is relevant to our problem. This similarity measure is a generalization of Wu & Palmer. We start by giving a similarity between sets of terms of an ontology, then we introduce weights.

4.3 A proposal for a similarity measure between sets of terms of an ontology

4.3.1 Notations
1. Let \( \Omega \) represent an ontology. We view \( \Omega \) as a set of terms (words).
2. Let \( S_{\text{W&P}}(a,b) \) represent the Wu and Palmer similarity measure between words \( a \) and \( b \) of \( \Omega \).
3. Let \( \zeta(A,B) \) represent the similarity measure between subsets \( A \) and \( B \) of \( \Omega \). We call this similarity measure the extended Wu and Palmer similarity measure.

Intuition: We interpret in this context the commonalities as the terms that are similar for two documents, and the differences as the terms that are completely unrelated for the two documents. In order for our measure to reflect this, we calculate first of all the “best” matching for every term in the first document with a term in the second. This tells us how common \( A \) is with \( B \). Then we calculate the “best” matching term for every term in document \( B \). This lets us determine the differences, since in the first part of our calculation, we only take into account the terms in \( B \) “close” to those in \( A \). If in \( B \) there is a term that is not very similar to any term in \( A \), it is taken into account here.

Remark: We say two documents are identical if and only if they are represented by the same subsets of \( \Omega \). We define \( \zeta(A,B) \) in the following way:

\[
\zeta(A,B) = \frac{1}{2} \left( \frac{1}{|A|} \sum_{a \in A} \max_{b \in B} S_{\text{W&P}}(a,b) + \frac{1}{|B|} \sum_{b \in B} \max_{a \in A} S_{\text{W&P}}(a,b) \right)
\]

Note: \(|A|\) represents the cardinality of set \( A \).

4.3.2 Properties of \( \zeta(A,B) \)
1. It is straightforward to check that \( \zeta(A,B) \) is a similarity measure: i. \( \zeta(A,B)=1 \) iff \( A=B \) ii. \( \zeta(A,B)=\zeta(B,A) \)
2. This similarity extends the Wu and Palmer similarity, because the similarity between two sets \( A \) and \( B \) where \(|A|=|B|=1\) is exactly the Wu and Palmer similarity between the (single) element both sets contain (i.e., Let \( A=\{a\} \) and \( B=\{b\} \), then \( \zeta(A,B)=S_{\text{W&P}}(a,b) \)).
3. This similarity measure is tractable in \( O(|A|x|B|) \), assuming that the time to calculate \( S_{\text{W&P}} \) is \( O(1) \). In general, the complexity of the calculation of \( S_{\text{W&P}} \) is in the worst case \( O(n) \), where \( n \) is the depth of the ontology tree (We have not analysed the average complexity calculation of \( S_{\text{W&P}} \)). So in order to have \( S_{\text{W&P}} \) of complexity \( O(1) \), we need to cache all the similarity values between each term of the ontology and the others. The preprocessing complexity is \( O(n^2) \) since for every term we calculate \( n \) similarities with the other terms, and we do this for all the \( n \) terms. However, this is done offline, and insures that the online processing is comparable in terms of complexity to the measures proposed in [13]. The size in memory for this caching operation is of \( n^2 \cdot \text{sizeof(similarity)} \). For example for an ontology of 400 terms storing the similarity on a short integer of 1 byte length gives a table of size 160 KB.

4.3.3 Example
Let us compute the similarity between \( A=\{\text{cat, CD}\} \) and \( B=\{\text{feline, record, tiger}\} \). First of all we need to calculate the Wu and Palmer similarities between all the words:

\[
S_{\text{W&P}}(\text{cat}, \text{feline}) = 0.95; \ S_{\text{W&P}}(\text{cat}, \text{record}) = 0.59; \ S_{\text{W&P}}(\text{feline}, \text{CD}) = 0.13; \ S_{\text{W&P}}(\text{CD}, \text{record}) = 0.83; \ S_{\text{W&P}}(\text{tiger}, \text{cat}) = 0.95; \ S_{\text{W&P}}(\text{tiger}, \text{CD}) = 0.2.
\]

Let us also note that \(|A|=2 \) and \(|B|=3 \).

Thus:

\[
\zeta(A,B) = 0.5 \times (1/|A|(S_{\text{W&P}}(\text{cat}, \text{feline}) + S_{\text{W&P}}(\text{CD}, \text{record})) + 1/|B|(S_{\text{W&P}}(\text{feline}, \text{cat}) + S_{\text{W&P}}(\text{record}, \text{CD}) + S_{\text{W&P}}(\text{tiger}, \text{cat})))
\]

\[
= 0.5 \times (0.95 + 0.59 + 0.13 + 0.83 + 0.95 + 0.2) = 0.89
\]

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>( \zeta(A,B) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cat, CD</td>
<td>Cat, CD</td>
<td>1.0</td>
</tr>
<tr>
<td>Cat, CD</td>
<td>Feline,</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>Record,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Cat, Tiger, Lynx</td>
<td>Feline</td>
<td>0.80</td>
</tr>
<tr>
<td>Spy, Microfilm</td>
<td>Feline, Record</td>
<td>0.47</td>
</tr>
<tr>
<td>Book, Dog</td>
<td>Car, Rental</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 1. Wu and Palmer similarity between sets

4.4 A proposal for similarity measure between weighted sets

To better characterize our documents, we use sets of weighted words. For example, a document that talks about the Beatles records could be characterized by the following weighted set \( A = \{(1, \text{"Beatles"}), (1, \text{"Records"})\} \), meaning both keywords are equally very important, or \( B = \{(1, \text{"Beatles"}), (0.2, \text{"Records"})\} \) meaning the document mainly deals with the Beatles, and only a little about records. In THECUS these values are determined for each document based on the mapping of keywords found in the incoming links of a document to terms of the ontology, using WordNet, and by calculating the similarities in WordNet using the Wu and Palmer similarity, but this is out of the topic of this paper. We say that two documents are identical if they are represented by the same weighted sets.

However, in order to respect our intuitions of what properties our similarity measure must have, if a word such as "Record" has a low weight, this means that the document does not talk much about records. Therefore, this keyword must not contribute so much in the commonality or difference computation.

4.4.1 Notations

Let \( \Omega \) represent the ontology (set of words in a hierarchy)

We use \textit{Cursive Capitals} \( A, B \) to represent sets of weighted words, such as: \( A = \{(w_i, k_i)\} \) with \( k_i \in \Omega \) and \( w_i \leq 1 \).

We use the corresponding \textit{Regular Capitals} \( A, B \) to represent the sets of keywords without weights associated with a weighted set:

\( A = \{(k_i, \exists i, (w_i, k_i) \in A)\} \)

We note \( A = \{(w_i, k_i)\} \) and \( B = \{(v_i, h_i)\} \)

4.4.2 Intuition

From a mathematical point of view, we want the similarity between sets of terms to be continuous, using the following definition: Let \( |A| = n \) and let \( A = \{w_i; k_i \mid i \in [1, n]\} \). Let \( |B| = n + 1 \) and let \( B = \{w_i; k_i \mid i \in [1, n]\} \) \( Y \{v_i; k_{n+1}\} \) We note \( \zeta(A, B) \) the similarity between the weighted sets \( A \) and \( B \). We want this similarity to have the limit 1 when \( c \rightarrow 0 \). A corollary to this is that two sets differing by only one term with weight 0- have a similarity equal to 1. This is obvious, since the fact that a document has a term with an associated weight of 0 means that this term is irrelevant to the document. Of course, in practice, this will not be the case, since only relevant terms of the ontology are added to the sets that characterize the document. Finally, we want two identical sets of weighted words to have a similarity of 1, regardless of the values of their weights.

\[ \zeta(A, B) = \frac{1}{2} \left( \sum_{i,j \in [1,|A|]} \max(\lambda_{i,j} \times S_{\text{WuP}}(k_i, h_j)) \right) \]

In the case of this similarity, the difficulty is to find a way of calculating the weight factors \( \lambda_{i,j} \) and \( \mu_{i,j} \) in order to respect all the intuitions that we have given above.

Where \( \lambda_{i,j} = \frac{w_i + v_j}{2 \times \max(w_i, v_j)} \) and \( K = \sum_{i,j} \lambda_{i,j} \) with \( x(i) = x \{k_{i,j} \times S_{\text{WuP}}(k_i, h_j)} \) \( \max_{j \in [1,|B|]} \lambda_{i,j} \times S_{\text{WuP}}(k_i, h_j) \)

Simply put, \( K \) is a normalizing factor that is the sum of all the \( \lambda_{i,j} \) that were used.

In a similar way we can define \( \mu_{i,j} \) and \( H \).

Intuitive explanation: the weight factors give less importance to terms that do not describe the document with a high weight. For instance if a document is described by a term with a low weight, we do not want this weight to play too great a role in the commonality and the differences with other terms describing other documents. Thus \( \lambda_{i,j} \) and \( \mu_{i,j} \) reduce the overall impact of terms with low weights. We also note that regardless of the values of the weights \( w_i \) and \( v_j \), the maximal value for \( \lambda_{i,j} \) (resp. \( \mu_{i,j} \)) is equal to 1 and is reached for \( w_i = v_j = 1 \). We do not have the space here to prove all the properties of this measure that we require, but they are straightforward.

Note: The unweighted formula proposed in section 4.3.1 is a simplification of this formula, using the same value for all the \( \lambda_{i,j} \) and \( \mu_{i,j} \). We simply have:

\[ \forall (i, j) \, K = |A|, H = |B| \]

and

\[ \mu_{i,j} = \lambda_{i,j} = 1 \]

It is also reached if we set all the weights to the value 1.

4.4.3 Properties of \( \zeta(A, B) \)

1. It is straightforward to check that \( \zeta(A, B) \) is a similarity measure: \( i \) \( \zeta(A, B) = 1 \) iff \( A = B \) ii. \( \zeta(A, B) = \zeta(B, A) \)
2. This similarity extends the similarity measure on sets of keywords, if all the weights in A and B are the same (i.e., A=\{(i, k_i)\} and B=\{(j, h_j)\}). Moreover, let A={(1,a)} and B={(1,b)}, we have the extension: ζ(A,B)=SW&P(a,b).

3. This similarity measure is tractable in O(|A||B|).

4. We can apply this similarity measure on any other similarity measure between keywords, not just on the Wu and Palmer measure.

4.4.4 Example
Let us consider A =\{(0.5, cat),(1.0, magazine)\} and B=\{(0.8, dog), (0.3, book)\}. We have the following Wu & Palmer similarities: S\_{W&P}(cat, dog) = 0.80; S\_{W&P}(cat, book) = 0.43; S\_{W&P}(dog, magazine) = 0.46; S\_{W&P}(book, magazine) = 0.83 We see that “cat” and “dog” are closest and that “magazine” and “book” are closest. The weight factors are the following:

\[
\lambda_{1,1} = \mu_{1,1} = (0.5 + 0.8)/1.6 = 0.81
\]

\[
\lambda_{2,2} = \mu_{2,2} = (1.0 + 0.3)/2 = 0.65
\]

\[
\lambda_{1,2} = \mu_{1,2} = (0.5 + 0.3)/1 = 0.8
\]

\[
\lambda_{2,1} = \mu_{2,1} = (1.0+0.8)/2 = 0.9
\]

We now check which are the ‘best’ pairing choices, taking into account weights and semantic proximity: We need to compare \(\lambda_{1,1} \times S_{W&P}(cat, dog) = 0.57\) and \(\lambda_{1,2} \times S_{W&P}(cat, book) = 0.34\). We see that here we will select to take into account the proximity between (0.5,cat) and (0.8,dog) rather than (0.5,cat) and (0.3,book). We calculate all other possibilities. This boils down to the final calculation:

\[
\zeta(A,B) = \frac{1}{2} \left[ \frac{0.57 \times 0.8 + 0.34 \times 0.8}{0.8 + 0.8} \right] = 0.81
\]

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>ζ(A,B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,Cat),(0.5,book)</td>
<td>(1,Cat),(0.5,book)</td>
<td>1.0</td>
</tr>
<tr>
<td>(1,Feline),(0.5,Cat)</td>
<td>(1.0, Cat)</td>
<td>0.87</td>
</tr>
<tr>
<td>(0.5,Cat),(1.0, magazine)</td>
<td>(0.8, Dog) (0.3, book)</td>
<td>0.81</td>
</tr>
<tr>
<td>(0.5,Cat),(0.5,book)</td>
<td>(1,Cat),(1,book)</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 2. Wu and Palmer similarity between weighted sets

Due to the fact that we use the simplified version of the measure, we can have an error in the rare cases such as \{(1.0, cat) (0.5, book)\} and \{(0.5, cat) (1.0, book)\}. With the “exact” calculation of the similarity this does not happen however.

5. EXPERIMENTAL EVALUATION
In this section we present results, based both on synthetic and real web documents. Since evaluating the fact that clustering is ‘good’ or not is subjective, we try to use humans, and evaluate how much the results of each human tester are different from each other, and compare this to the clustering of our algorithm. This is why in the experiment with the synthetic documents presented in section 5.1 we use a group of ‘blind testers’ to evaluate the quality of the clustering (based on our similarity measure) of a set of synthetic (filtered) documents. We use a filtered set in order to control the quality of the documents presented to each tester. In the second set of experiments, presented in section 5.2, we evaluate our similarity measure using real documents. The measure is evaluated in terms of its dependency: a) on the minimum acceptable weight of the ontology terms in each document description (minw), b) on the clustering algorithms employed. It is also compared to other similarity measures.

5.1 Experimentation with synthetic data
In this experiment we cluster a small set of synthetic documents (~100) using our similarity measure and DBSCAN. The experimental protocol is the following: we select 20 pairs of documents that may or may not be clustered together, and we present the list to the tester. The tester says if he would group the documents together or not. We report the percentage of the times his decision agrees with what the system predicts. We gave 10 different testers this list of 20 pairs of documents, and we then checked the clustering algorithm to see if they were clustered together. We asked each tester to give a value on a 1-5 scale to determine if the documents are related or not. We assume a document is clustered together from a ‘human’ point of view when the total of the scores a pair of documents receive is at least MinSim of the maximum score (i.e., all testers ranking it 5/5 relevance means 100% of the maximum score). A tester giving 4 and the 9 others giving it 5 means 90% of the maximum score. If this value is greater than the threshold we set, then the documents are considered to be clustered together by humans, with that given MinSim value. We then compare to the results of the clustering algorithm, using MinSim=0.80 and MinSim=0.90. The lines ‘Related pairs’ show the percentage of pairs of documents of the test set that were clustered together on the one hand by humans and on the other by the system. The results are the following:

MinSim=0.80
Related pairs (Human) : 65% of the test set
Related pairs (calculated) : 50% of the test set
Correlation between Human / System : 85%
Average Human / Human correlation : 81%

MinSim=0.90
Related pairs (Human) : 30% of the test set
Related pairs (calculated) : 25% of the test set
Correlation between Human / System : 95%
5.2 Experimentation with real data

In this section we evaluate experimentally the similarity measure by clustering sets of real web documents. The results (i.e. clusters of documents) are compared to a classification performed by human experts.

The experiments performed aim: a) to find the threshold value for minr, that corresponds to the weight of an ontology term to be included in a document’s description, b) to find the clustering algorithm that performs better, c) to compare our similarity measure to the other document similarity measures.

Experimental protocol

The set of documents used for the experiments consists of approximately 400 URLs categorized by DMOZ under 20 sub-categories (paths) of the “arts/music” path. The whole “music” sub-directory of DMOZ contains 2155 categories, excluding “bands and artists” and “by letter” branches. The ontology we adopted contained 177 terms.

The ontology we use in this experiment is not identical to the part of the DMOZ tree from which we retrieved the test document set. This is done because not all terms in DMOZ paths appear in WordNet and thus cannot be mapped to synsets and moreover not all DMOZ topics under arts/music completely express music related concepts. For example, when DMOZ distinguishes between ‘Gamelan’ and ‘Indian’ music, whereas in our ontology exists only the term ‘World Music’ it is expected that documents from both categories of DMOZ will be grouped together in our approach. Thus it is not expected that the clusters in our approach be identical to the groups of documents classified to the DMOZ paths.

The initial document set D is enhanced with keywords extracted from the hyperlinks of pages that point to them (inlinks). We made the choice to extract characterizations for the pages in D from inlinks only. For a justification refer to [7]. We processed the 100 incoming hyperlinks provided by Google [2] for each document (when available) and aggregated the keywords per document. Each document $d_i$ in D is represented as $d_i = (URL_i, \{(k_j, n_j)\})$ where $n_j$ represents the number of documents that point to $d_i$ using keyword $k_j$.

For each document, we kept only the keywords having $n_j>3$. The resulting number of distinct keywords for the whole set of documents is 1436.

Next we used WordNet, the adopted ontology and for each document $d_i$ we mapped the set of keywords $\{k_i\}$ to a set of ontology terms $\{t_i\}$ (see section 3.3). So each document $d_i$ is represented as $(URL_i, \{(t_i, r_i)\})$, where $r_i \in [0,1]$.

The semantically enriched set of documents are clustered using COBWEB and DBSCAN with different input parameters and the resulting clustering schemes are compared to the initial DMOZ partitioning.

The quality of our clustering is measured based on the following criterion:

Let documents $d_1$, $d_2$ belong to the same class (path) in DMOZ, if these documents are grouped together in our approach, then this is a sign of success in clustering.

In the experiments that follow we use two external clustering validity measures, F-measure, as presented in [32], and Rand Statistics, presented in [30]. Both external measures, measure the quality of clustering by estimating its overlapping to the known DMOZ classification. For all the documents in the set, all possible pairs are examined. When two documents belonging to the same DMOZ category are clustered together, the clustering quality increases, whereas when documents from different categories are clustered together the clustering quality decreases. Both measures’ values are between 0 and 1, where 1 indicates perfect clustering and 0 indicates that no pair of documents for the same DMOZ category was clustered together. The document set is clustered many times using different input parameters and algorithms.

5.2.1 Clustering quality dependency on minr

Assume a document $d_i = (URL_i, \{(k_j, n_j)\})$ and let $d_i = (URL_i, \{(t_i, r_i)\})$ be its enhanced form.

When clustering these documents, we can either:

- take all $t_i$ into account, even those with $r_i \geq 0$ (i.e. terms of little relevance to the original keyword $k_i$)
- take into account only terms $t_i$ of high relevance to original keyword $k_i$ ($r_i \geq 1$)

It is clear that in the second case several documents may be ruled out of the document set in the case that for none of their terms is true that $r_i \geq \text{minr}$.

We experimented with various values for minimum relevance minr, measuring the dependency of clustering quality on minr.

We modified the COBWEB algorithm to use our similarity measure. As regards the clustering quality measurements we used an external clustering validity measure, F-measure to measure COBWEB’s efficiency for different values of minimum weight. We ran experiments for minr in $\{0, 0.5, 0.9\}$. For a small number of documents (<50) the clustering quality decreases in roughly the same pace regardless of the minr value. For more documents, it is clear that higher
minr, values result in better clustering quality (see Figure 2).

5.2.2 Clustering algorithms comparison
In this subsection we aim at: a) finding the optimal input parameter values for the clustering algorithm DBSCAN with regards to the THESUS similarity measure and the specific data set and b) a comparison between the two clustering algorithms, namely DBSCAN and COBWEB, using our similarity measure. We determined these values on a given test set, and verified that the values were also close to the optimal values for another test sets (a set of over 30000 documents on “space”)

Keeping MinDoc constant and equal to 8 and the minimum weight equal to 0.9 we measured the efficiency of DBSCAN for different values of MinSim. We employed both F-measure and Rand Statistic to evaluate the clustering quality. The results are depicted in Table 2: From the above results we can see that the highest value for F-measure is found for MinSim=0.8 and for Rand Statistic for MinSim=0.75. We conclude that the optimal cluster quality is obtained for MinSim values between 0.75 and 0.8. (see Figure 3).

<table>
<thead>
<tr>
<th>MinSim</th>
<th>Nr. of clusters</th>
<th>Documents Clustered</th>
<th>Rand Statistic</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>64</td>
<td>0.355</td>
<td>0.509</td>
</tr>
<tr>
<td>0.9</td>
<td>6</td>
<td>64</td>
<td>0.355</td>
<td>0.509</td>
</tr>
<tr>
<td>0.95</td>
<td>6</td>
<td>74</td>
<td>0.395</td>
<td>0.520</td>
</tr>
<tr>
<td>0.8</td>
<td>8</td>
<td>96</td>
<td>0.483</td>
<td>0.596</td>
</tr>
<tr>
<td>0.85</td>
<td>7</td>
<td>124</td>
<td>0.576</td>
<td>0.597</td>
</tr>
<tr>
<td>0.75</td>
<td>6</td>
<td>213</td>
<td>0.687</td>
<td>0.387</td>
</tr>
<tr>
<td>0.7</td>
<td>4</td>
<td>276</td>
<td>0.530</td>
<td>0.302</td>
</tr>
<tr>
<td>0.65</td>
<td>2</td>
<td>324</td>
<td>0.212</td>
<td>0.259</td>
</tr>
<tr>
<td>0.6</td>
<td>2</td>
<td>346</td>
<td>0.112</td>
<td>0.25</td>
</tr>
<tr>
<td>0.55</td>
<td>2</td>
<td>354</td>
<td>0.074</td>
<td>0.260</td>
</tr>
<tr>
<td>0.5</td>
<td>2</td>
<td>355</td>
<td>0.070</td>
<td>0.264</td>
</tr>
<tr>
<td>0.45</td>
<td>2</td>
<td>355</td>
<td>0.070</td>
<td>0.264</td>
</tr>
<tr>
<td>&lt;0.4</td>
<td>1</td>
<td>356</td>
<td>0.065</td>
<td>0.263</td>
</tr>
</tbody>
</table>

Table 2 External quality measures for DBSCAN results

It is also interesting that clustering with THESUS similarity achieves clusters of high similarity to the ones of DMOZ as indicated by the best values of F-Measure and Rand-Statistic. These values will be used in the following experiments where DBSCAN is compared to COBWEB.

In an attempt to compare the efficiency of the two algorithms we measured their F-measure for different values of minimum term weight. Since DBSCAN results are affected by the MinDoc and MinSim parameters, we tested different combinations of them and kept the best score for the final clustering scheme. The results can be found in Table 3 and Figure 4.

From Figure 4 we can see that the DBSCAN performs better that COBWEB. Again the similarity of the clusters found by the THESUS similarity are sufficiently similar to the original DMOZ clusters (F-measure = 0.597).
In the experiments above, where DBSCAN has been used, we repeat the clustering process many times with different input parameters and keep the clustering scheme with the highest clustering validity score.

5.2.3 Evaluation of the Similarity measure
There are several efforts for document similarity measures such as extended Jacard [33], cosine and the one proposed by Broder et al [34]. All of them are based on exact keyword matching. Here we have to stress that to the best of our knowledge the THESUS similarity measure is the first attempt involving semantic proximity between sets of terms (of an ontology) as opposed to exact keyword matching.

![Graph](image)

**Figure 4 F-measure for DBSCAN and COBWEB**

<table>
<thead>
<tr>
<th>THESUS similarity</th>
<th>Cosine similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>MinDoc</td>
<td>8</td>
</tr>
<tr>
<td>MinSim</td>
<td>0.8</td>
</tr>
<tr>
<td>Documents clustered</td>
<td>124</td>
</tr>
<tr>
<td>Number of clusters</td>
<td>9</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.597</td>
</tr>
<tr>
<td>Rand statistic</td>
<td>0.687</td>
</tr>
</tbody>
</table>

**Table 4 Clustering quality using DBSCAN and different document similarity measures**

In this subsection we evaluate the THESUS similarity measure in comparison to the cosine one with regards to the F-Measure and Rand-Statistic. We exploited DBSCAN as clustering algorithm and modified it accordingly to use either THESUS similarity of the cosine one. We used the above mentioned document collection and set DBSCAN input parameters MinDoc to 8 while MinSim ranges in (0,1] selecting the value for which the validity results were optimal (0.8 and 0.5 for THESUS and cosine similarity respectively).

The maximum clustering quality value achieved at all levels of MinSim is displayed in Table 4.

Summarizing the results of the experiment we see that our similarity measure outperforms the cosine measure. The clusters created using our measure are more compact than those resulting from the cosine measure, as the MinSim value is higher in our case. Moreover clusters resulting from THESUS similarity are more similar to the original DMOZ clusters than the ones resulting from cosine similarity. This is proven clearly by the values of both external validity measures (see Table 4).

6. CONCLUSION
In this paper we presented a novel similarity measure for documents based on semantic proximity between sets of terms of an ontology as opposed to exact keyword matching (mostly common in other similarity measures). The measure used in the context of a system called THESUS and enables clustering web document collections. The clustering in itself takes only seconds to perform, and we are able to browse the results. By plugging into the system a thesaurus such as WordNet, we are able to answer all sorts of keyword queries.

We proved experimentally that the THESUS similarity measure
- outperforms other similarity measures based on exact keyword matching
- results in document clusters that are sufficiently similar to document classifications produced by human experts.

Future Work:
- We plan on improving the way in which we construct the hierarchy of clusters. We are currently experimenting using the COBWEB algorithm to this end.
- The query system can be made more efficient. This involves improving the mapping techniques that we use in order to determine which word of the ontology a generic word should be mapped to. This is a topic that we are currently working in, and that is very closely linked to this article, since it is used to define the small sets of terms that define a web document.
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